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Abstract

We address the problem of providing quality-of-service (QoS) guarantees in a multiple hop packet/cell switched environment while providing high link utilization in the presence of bursty traffic. A scheme based on bandwidth and buffer reservations at the Virtual Path level is proposed for ATM networks. This approach enables us to provide accurate end-to-end QoS guarantees while achieving high utilization by employing statistical multiplexing and traffic shaping of bursty traffic sources. A simple round robin scheduler is proposed for realizing this approach and is shown to be implementable using standard ATM hardware viz. cell spacers. The problem of distributing the bandwidth and buffer space assigned to a VP over its multiple hops is addressed. We prove the optimality of the approach of allowing all the end-to-end loss to occur at the first hop under some conditions and show that its performance can be bounded with respect to the optimal in other conditions. This results in an equal amount of bandwidth to a VP at each hop and essentially no queueing after the first hop. Using simulations, the average case performance of this approach is also found to be good. Additional simulation results are presented to evaluate the proposed approach.

1 Introduction

Broadband Integrated Services Digital Networks (BISDNs) of the near future will be based on the Asynchronous Transfer Mode (ATM) standard. These networks are being designed to support a wide variety of traffic types including voice, video and data. These traffic types vary widely in their bandwidth requirements, and tolerance to network cell transfer delay (CTD) and average cell/packet loss probability (CLP) (i.e. Quality-of-Service or QoS requirements ¹). These networks are expected to employ preventive congestion control techniques through the use of a Connection Admission Control (CAC) function which admits a new connection only if its specified QoS can be satisfied while continuing to meet the QoS needs of currently-admitted connections.

The problem of being able to predict the QoS that a connection (also referred to as a “call” or “virtual circuit” in this paper), will receive when admitted has proved to be a very difficult one [1]. Statistical modeling techniques for a single ATM node have been analyzed in a number of papers [13], [23]. These include approximate formulas based on large buffer asymptotics ([10], [9]) and those based on large

¹In general several other parameters, such as second moments of delay and loss may also be specified as QoS metrics. We limit ourselves to the CTD and CLP in this paper.
numbers of sources [15], [13]). However, these results normally involve some approximations and have not been extended to the multiple node (end-to-end) \(^2\) case so far. On the other hand, flow control schemes that enable exact end-to-end QoS calculations have been proposed [12], [26], but employ peak bandwidth allocation which results in poor link utilization. This is because standard multimedia traffic models have a peak cell rate (PCR) at least 3 to 4 times the sustainable cell rate (SCR) [29], [31].

Figure 1 illustrates the difficulty of extending admission control based on statistical multiplexing to the multi-hop case. In Figure 1a (from [17]), connection 3’s minimum inter-cell arrival time changes from 3 slots to 1 slot (thereby changing its PCR), because of the work-conserving multiplexor. (Note: a server is work-conserving if it does not idle as long as there is a cell waiting for transmission). Hence in general, statistical modeling based on the traffic model at the edge of a network (which is very approximate in itself for typical multimedia sources) may not be valid after a few multiplexing and/or buffering operations. For a single node, it is intuitive that a work-conserving cell transmission policy minimizes the total losses at a node. However, figure 1b shows that in a tandem queuing environment, we can encounter cell loss because of a work-conserving cell transmission policy. In the figure node 1 and node 2 both transmit a cell to node 3 which has a full buffer, leading to cell loss. This cell loss could have been avoided by the use of feedback between adjacent nodes or by the use of a non-work-conserving cell service policy. Hence it is no longer optimal to be work conserving in order to minimize the total losses at the network level. Feedback-based schemes will be used to a limited extent in the high-speed network environment mainly because of the high delay-bandwidth product and low loss requirements. The ATM forum is moving towards rate-based flow control techniques as opposed to credit-based approaches. We note that in general, combinations of preventive and reactive congestion control mechanisms have been found to be effective in providing network level congestion control [28]. An approach has also been investigated in which the performance (delay) achieved at an upstream node is added to a packet as it traverses

---

\(^2\)We use the term “end-to-end” to refer to a multiple hop path contained solely within an all-ATM network. We do not include any LANs which may be used to access the ATM network. Analysis of the complete end-to-end path from user to user is beyond the scope of this paper.
a network, which is used to determine its transmission priority at a downstream node [6]. The use of the EFCI (Explicit Forward Congestion Indication) feature in ATM has also been explored in spreading congestion information over different nodes [22]. While all these schemes indicate improved network performance under certain simulation conditions, no schemes exist as yet which provide *provable and predictable end-to-end QoS*, along with high utilization for bursty traffic.

Cruz [7] has shown that with simple work-conserving FIFO, as loss tolerance approaches 0, the downstream buffer requirement grows exponentially with the number of hops \((H)\) in the path. Equivalently, if we use smaller buffers, we may have to allocate more than the peak bandwidth to ensure zero loss. In comparison, the use of a non-work-conserving scheduler can always guarantee zero losses, while requiring only \(O(H)\) buffer requirements and peak bandwidth allocation [12]. Hence,

> The optimal cell service policy to achieve a given loss specification at the network level is a non-work-conserving policy.

A hotly debated issue in the ATM community is the use of end-point versus hop-by-hop flow control. Again Figure 1b shows that end-point controls may be insufficient in controlling network level performance particularly when allowable loss probabilities are as low as \(10^{-6}\) to \(10^{-10}\) (The loss of a cell in Fig 1 could have been avoided if there was some feedback indicating a full buffer to the upstream nodes). In [8], DeSimone shows that traffic smoothing at the network edge alone is not sufficient in protecting a network from congestion.

In this paper, we propose the use of deterministic bandwidth reservations at the Virtual Path level in order to overcome some of these problems. A deterministic cell scheduling scheme automatically results in a hop-by-hop rate-based flow control mechanism without requiring any explicit feedback between successive nodes. This enables us to provide end-to-end QoS guarantees. Further, by employing reservations at the VP level rather than the VC level, we exploit statistical multiplexing and traffic shaping within each VP, resulting in high utilization. We add that in the proposed architecture, we allow for VCs to traverse more than one VP from origin to destination nodes so that in general a VC does not see a deterministic end-to-end pipe as its VP. This approach was first introduced in [30]. In this paper, a detailed description and analysis of this approach is presented.

Section 2 introduces the approach of bandwidth reservations at the path level. We demonstrate the difficulty of the multi-hop QoS problem by presenting some important sample path properties. The important issue of bandwidth efficiency under full sharing and partitioning techniques is also analyzed using examples. Section 3 discusses an implementation of this scheme using round robin scheduling and discusses other possible approaches. In section 4 we analyze the important problem of distributing the end-to-end resources assigned to a VP over its different hops. Some important sample path and simulation results are presented. We demonstrate the interchangeable use of bandwidths and buffer space in order to obtain QoS and high utilizations over multiple hops. In section 5 several simulation results related to different sections of the paper are presented together. Section 6 concludes the paper and provides pointers for future work.

## 2 Development of a Path Level Reservation Scheme

In this section we motivate our development of a path level reservation scheme. We first examine some basic sample path properties of cell loss over multiple hops to get some insights into the multi-hop QoS problem. Next we look at the traffic smoothing phenomenon and use the effective bandwidth
Figure 2: Network Loss Rate can increase if service rate of a Queue is increased

approximation to get an idea of achievable utilizations using such an approach.

2.1 The Multiple Hop QoS Problem

We first present two basic sample path results.

**Theorem 1** For a single node with constant service times, and an arbitrary arrival process, if the service rate is increased, total losses can only decrease for every sample path of the arrival process. However in case of a network of nodes with constant service times, total losses can increase if the service rate of a node is increased.

**Proof:** A sample path proof of the first part is in [32]. The second statement can be simply illustrated using an example. Fig 2 shows a two hop network with a two units of buffer space at queue 1 (including the space for the cell being served) and none at queue 2, in which overall losses increase when the service rate at queue 1 is increased.

A similar result exists for the relation between losses and buffer size.

**Theorem 2** For a single node with constant service times, and any arbitrary arrival process, if the buffer size is increased, total losses can only decrease for every sample path of the arrival process. However in case of a network of nodes with constant service times, total losses can increase if the buffer size at a node is increased.

**Proof:** A sample path proof of the first part can be found in [32]. The second part is again illustrated using an example. In figures 3 and 4, the buffer size at hop 2 is increased from 2 units to 3 units (including the space for the cell in service), but still overall losses increase for the given sample path of arrivals!
These two examples have shown that even basic intuitive results between cell loss and bandwidth or buffer space fail to hold as we move from the single hop to the multiple hop case. Further these examples were for the special case of no cross-traffic. This makes the problem of providing end-to-end QoS guarantees in the presence of cross-traffic, approximate modeling and with the precision of the order of $10^{-6}$ or better, very difficult. These examples show that we can use more network resources (as indicated by increasing the bandwidth and buffer size) and yet end up with poorer quality of service! (as indicated by increased losses).

### 2.2 Bandwidth Sharing versus Bandwidth Partitioning

Bandwidth efficiency has been mentioned as one of the main advantages of using an asynchronous transport mechanism such as ATM, for BISDN. However, many studies on statistical multiplexing of multimedia traffic models have found that full sharing is not always the most efficient way to utilize link bandwidth.

In [5], Chan and Tsang examined the bandwidth allocation problem for multimedia traffic and found that bandwidth partitioning results in better overall efficiency when multiplexing traffic classes which vary sufficiently in their allowable cell loss (more than 4 orders of magnitude). Bandwidth partitioning is also more efficient when a class with more stringent cell loss constraint but lower arrival rate is multiplexed with a traffic class which can tolerate higher cell loss but has higher arrival rate. In [2], Bae et al show that when multiplexing a heterogeneous set of sources, the allowable CLP may have to be set more stringent than the most stringent of the individual allowable cell losses in order to meet the QoS requirements of
all sources. In their studies on statistical multiplexing in ATM networks, Bonomi et al [3] recommend use of sharing when the individual source bandwidths are small compared to the link rate, but suggest the use of partitioning schemes such as time-division-multiplexing when individual source bandwidths are large compared to the link bandwidths.

Even in situations in which statistical multiplexing does yield benefits, typically, we obtain diminishing returns in terms of bandwidth savings as we increase the multiplexing level. Hence the loss of utilization of a partitioned scheme may be made quite small compared to a fully shared scheme if the partitioning is carried out at a sufficiently coarse level. To demonstrate this, we use an approximation based on the central limit theorem suggested in [13] for determining the bandwidth requirement of an aggregation of sources. The total bandwidth requirements for 200 voice sources based on the standard On-Off model [35] was determined with different partitioning granularities (Figure 5). The total bandwidth requirement was then determined as the sum of the bandwidths of the partitions plus the bandwidth requirement of the remaining sources which do not fall into any partition (when the number of sources per partition did not divide 200 exactly).

It can be seen that increasing the size of the partitions results in bandwidth savings initially, but once we have about 40 or 50 sources per partition, the total bandwidth requirement does not change very much. It can be seen that the bandwidth requirement for 4 partitions of 50 sources is only about 15

The studies cited above are for a single ATM node and suggest that an appropriate mix of bandwidth sharing and bandwidth partitioning results in the highest efficiency. For the multiple node case, there are additional advantages of bandwidth partitioning as opposed to sharing.
Bandwidth sharing can lead to an increase in a connection’s burstiness leading to higher and more expensive downstream losses. This is illustrated in Figure 1a where the PCR of connection 3 increased due to bandwidth sharing. Typically this occurs when a connection is multiplexed with a more bursty source.

Deterministic bandwidth partitioning results in minimal burstiness of the output process of a given source. In [34] it is shown that the smoothing of a source is maximal when it is serviced in a uniform deterministic manner. Equivalently, in [9] De Veciana et al show that the bandwidth requirement at downstream nodes is minimized by serving a connection at precisely its effective rate (which is the minimum deterministic service rate required to meet a connection’s QoS requirements). Similar results are presented in [20]. In case of a full sharing multiplexing operation, a source gets the same or more number of transmission slots as with partitioning, but these transmission slots are more random in time (depending on arrivals from other sources), so that the output is likely to be burstier than the output of the same source with bandwidth partitioning.

As another example, the squared coefficient of variation of the inter-departure times from an M/D/1 queue can be found using Laplace transform techniques as $C^2_D = 1 - \rho^2$ [32]. Modeling ATM traffic as Markovian is inaccurate, however, this example serves to illustrate the phenomenon of traffic smoothing. At a load of 90%, $C^2_D = 0.19$. Typically a $C^2$ of less than 0.2 is considered a deterministic source in queueing systems. Hence this example indicates that the output process of a M/D/1 queue at high load closely approximates a CBR source and hence should be treated in a synchronous manner. In section 5, we present some simulations which also illustrate the smoothing of real-life sources.

Considerable attention has been given recently to the “effective bandwidth” formulation [13], [10], [9]. A key property of this formulation is that the effective bandwidth of an aggregation of sources is simply the linear sum of the effective bandwidths of the individual sources. We note that this is simply an
approximation. However in practice bandwidth allocation schemes are expected to be linear mainly for simplicity of implementation and due to convenience for other network management functions such as routing and resource management [10], [23].

Figure 6 compares the bandwidth partitioning approach with the bandwidth sharing approach in the presence of a linear bandwidth allocation scheme. For simplicity we assume we have 4 sources with the same effective bandwidth. In the sharing scheme, the total bandwidth required for the aggregation of sources (its effective bandwidth) is the sum of the effective bandwidths of the individual sources because of the linearity of the bandwidth allocation. In the partitioning scheme too, exactly the same amount of bandwidth is required! (We assume we have some scheme such as TDM to perform this partitioning and are not concerned with the exact implementation at present). This is because the effective bandwidth of a source depends only on its own QoS requirements, traffic statistics and the buffer size irrespective of the number of sources sharing the buffer. Hence a linear allocation scheme such as the effective bandwidth approximation predicts an equal amount of cell loss in the two cases, We hence have two schemes which have the same bandwidth efficiency, and result in the same cell loss.

However, we note that in case of the partitioning scheme, queueing delay seen by each source is higher. This is because each source sees a buffer of the same size as before which is now served at a lower rate. Typically, QoS constraints seek to limit the maximum cell delay [27]. Hence as long as the maximum delay is met, both schemes can support a required QoS. We can ensure this by performing the partitioning at a sufficiently coarse level that the rates assigned to each separate buffer are sufficiently high and delay stays within the specified upper bound. In any case, as we have seen earlier, we would like to perform partitioning at a sufficiently coarse level to reduce any potential loss of utilization.

We also note that buffering requirements increase with bandwidth partitioning. We will assume that this is not critical since given the current state of technology, buffer memory is relatively cheap. If we are able to utilize the link capacity well while providing accurate end-to-end QoS guarantees, the recurring revenues due to improved line use can be expected to more than compensate for the one-time cost of installing more buffers. Further, as we shall see later, by using deterministic bandwidth reservations we
Actually reduce the buffer requirements at downstream hops so that it is not immediately clear that we need more buffers over the entire network.

We hence summarize our analysis of bandwidth sharing versus bandwidth partitioning in the context of QoS predictability as follows.

- At a single node with heterogeneous traffic and QoS specifications, bandwidth partitioning can lead to higher efficiency than bandwidth sharing.

- Statistical multiplexing yields diminishing bandwidth savings as the multiplexing level is increased. Hence efficiency with partitioning at a sufficiently coarse level can be made close to the optimal. Further, since non-real time traffic such as file transfers can always use up unused transmission slots belonging to real-time traffic, leading to even better efficiencies. We note that non real time traffic is expected to constitute a significant portion of traffic in broadband networks. Hence with appropriate bandwidth partitioning, the utilization achieved may be very close to optimal.

- For multiple nodes, deterministic bandwidth partitioning results in minimal burstiness of the output process resulting in minimizing downstream losses.

- In the presence of a linear bandwidth allocation scheme such as the “effective bandwidth” based approaches, bandwidth partitioning results in equivalent bandwidth efficiency and minimal downstream losses at the expense of increased delays.

- If we have only CBR sources in the network, bandwidth partitioning based on peak bandwidths can ensure no cell loss with low buffer requirements (e.g. TDM requires buffer space of the order of the number of sources at each hop). In contrast the buffer size required to ensure no cell loss increases exponentially with the number of hops in a path with a full sharing FIFO scheme [7].

- Bandwidth partitioning introduces a degree of fault tolerance (since a misbehaving source will directly affect only other sources within its own partition), and can be used to also enforce fairness for call level acceptance probabilities [29].

- Non-real-time traffic such as file transfers can always use unused slots from real-time traffic and obtain full link utilization.

Hence, if we perform bandwidth partitioning at a sufficiently coarse level that delays are satisfactory and the ratio of PCR to SCR is sufficiently low, we can obtain predictable end-to-end QoS performance along with high utilization. This motivates our development of an approach based on reservations at the VP level.

2.3 An Architecture based on Bandwidth Reservation at the Path Level

In the earlier subsections, we have seen the relative advantages and disadvantages of bandwidth partitioning versus sharing with respect to achievable utilization, and end-to-end QoS predictability. Hence, we propose an architecture in which bandwidth partitioning is performed at the Virtual Path (VP) level. With appropriate VP design, we can then perform the bandwidth partitioning at a sufficiently coarse that maximum end-to-end delay requirements can be met. Since all VCs within a VP traverse the same path, we can provide end-to-end QoS guarantees without getting affected by cross-traffic. Finally, we
can expect to have better link utilization than current schemes which perform peak bandwidth allocation at the VC level since we allow for statistical multiplexing of VCs within each VP. Other advantages of such an approach include simplicity of implementation and the ability to integrate call-level GoS controls in terms of call acceptance probabilities and fair network access. Some form of path level bandwidth allocation will anyway be required in order to provide call-level GoS [31].

However, we note that in general the number of calls between a given origin destination pair may not be large enough to drastically eliminate the burstiness of the aggregate traffic of a VP. In this case, better statistical multiplexing potential at downstream nodes may need to be exploited. In such a case in the proposed architecture, the VP is terminated at the appropriate node and a new VP comprising the aggregate traffic is started at that node. This is illustrated in Figure 7. Hence in general the configuration of VPs in the network will have to be designed in order to exploit network wide statistical multiplexing potential in the most efficient way.

3 Implementation of the Proposed Architecture

In the previous section, we have motivated the development of an approach involving deterministic bandwidth reservations at the VP level. We now suggest a simple implementation for the same.

VP bandwidth guarantees are enforced using a deterministic scheduler. In this paper we investigate the use of a Weighted Round Robin (WRR) type scheduler (equivalent to a multi-rate time-division multiplexer). The WRR scheduler is very simple to implement and analyze. Many other deterministic schedulers, such as Earliest Due Date [11] Stop&Go [12] or Weighted Fair Queuing [26] could also be used. However, these are significantly more complicated than WRR, and with our method WRR is good enough to achieve high utilizations (as we will show). We discuss the use of other schedulers briefly towards the end of this section. The idea of round-robin type service of different traffic classes for ATM has been suggested by others also (see Sriram’s Dynamic Time Slice Scheme in particular [35]).
However, to our knowledge the performance achievable by this approach has not been quantified so far, particularly for the multi-hop case. Additionally, all the proposals for round robin service have employed a work conserving server in contrast to our non work conserving approach.

In this section, we assume that using a WRR server, we provide an equal amount of bandwidth to a VP at each physical hop. However, in general it is not clear that this is the best strategy in all cases. In section 4, we analyze this problem in detail. For now, we assume that an equal amount of bandwidth is assigned to the VP at each physical hop.

### 3.1 Operation of the WRR Server

We model each ATM switch in a path as an output-buffered multiple input multiple output switch as shown in Figure 8.

We assume that cell loss only occurs due to overflow of the output buffers and no cells are lost due to contention within the switch fabric.

Let the length of a server cycle be $T$ time units (we assume the time unit is the transmission time of a single cell). Let there be $K+1$ VPs being served by this server, denoted $V_0, V_1, V_2, \ldots, V_K$. $V_0$ denotes a VP carrying best-effort type traffic e.g., data files, network management traffic etc. Such traffic is not normally delay sensitive and we assume that provision of an appropriate long-term average bandwidth for such traffic is sufficient. Let the number of slots reserved for $V_j$ in each server cycle be denoted $n_j$.

The output buffers at each port is logically partitioned such that a buffer of size $B_j^h$ is reserved for $V_j$ at the appropriate output buffer at the $h^{th}$ switch in the path of $V_j$. The server cycles through all VPs carrying guaranteed traffic (viz. $V_1$ through $V_K$) according to a preset deterministic schedule in a strict TDM-like manner. In each cycle, $V_j$ is served for exactly $n_j$ slots. If $V_j$ does not have a cell to transmit, a cell from $B_0$ (the best-effort queue) is transmitted instead. If $B_0$ is also empty, no cell is transmitted and the server is idle.

These definitions are illustrated for 4 VPs in Figure 9, where $V_1$ is assigned 2 slots, and $V_2$ and $V_3$ are assigned one slot each ($n_1 = 2$, $n_2 = 1$, $n_3 = 1$, $T = 4$). $V_0$ is not assigned any slots in the cycle and only
gets to transmit when a VP does not have a cell to transmit during its slot. \( \mathcal{V}_1 \) originates at the first node and itself consists of several bursty VCs. In general each VP sees a service “window” followed by a server “vacation” while other VPs are served.

Let \( d^h \) denote the maximum delay that can be encountered by a cell in the switch fabric of the \( h \)th switch in the path. We will assume that the server cycle time \( T \) is larger than this delay. Note that typical switch fabric delays are of the order of a few microseconds at most \([27]\), while the server cycle time will be of the order of a few milliseconds as we shall show later.

Using the above notation and assuming that \( d^h < T \), we state the following theorem.

**Theorem 3** In a network employing the WRR scheduler described above at every node, no cell of a VP is lost due to buffer overflow at every physical hop after the first if at each hop \( h \), the buffer reserved for \( \mathcal{V}_j \) (\( B^h_j \)) is at least \( 2 \times n_j \) cells.

**Proof**: The proof follows from the non work-conserving nature of the WRR server \([32]\) \( \square \).

For simplicity, we currently assume that the server cycle is of the same length at each hop. In general, this need not be so. However, no cell loss at each hop after the first can still be ensured with appropriate buffer sizing as we show later.

### 3.2 A Call Admission Procedure for a VC over a Single VP

Using the above scheme, a simple call admission procedure can be used to provide an accurate end-to-end QoS guarantee for any VC traversing a given VP. We limit the term “end-to-end” to refer to the multiple hop path traversed by a single VP. As mentioned earlier, in the proposed architecture, we allow VCs to traverse multiple VPs. Development of admission control algorithms for VCs traversing multiple VPs is part of our future work.
We consider QoS guarantees of the type \( \Pr (d_i > D) \leq \epsilon \), where \( d_i \) is the end-to-end cell delay of cells of a connection \( i \) using the given VP (say \( V_j \)). We need a statistical guarantee on the end-to-end cell delay. We convert this into two guarantees viz., a deterministic guarantee on the maximum cell delay and an average cell loss probability guarantee. Hence the cells which get lost are the only ones which fail to meet the specified delay bound \( D \). It can be seen that if we can bound the maximum cell delay by \( D \) and the average cell loss probability by \( \epsilon \), it is sufficient to guarantee that the original QoS guarantee will also be met. Hence, this is a conservative approach to providing statistical delay guarantees.

The specified statistical delay guarantee is converted into a deterministic guarantee on maximum delay and a guarantee on the average cell loss. This approach is sufficient (though not necessary) to meet the original QoS specification.

An upper bound on the maximum end-to-end delay experienced by any cell of \( V_j \) which traverses \( H \) physical hops, can be easily calculated as

\[
D_{\text{max}} = \left[ \frac{B^1_j}{n_j} \right] \cdot T + (B^1_j - \left[ \frac{B^1_j}{n_j} \right] \cdot n_j)/C + 2 \cdot (H - 1) \cdot T + \sum_{h=1}^{H} T^h_{\text{prop}}
\]

where \( C \) is the physical link capacity (assumed same for all hops), and \( T^h_{\text{prop}} \) is the propagation delay for the \( h \)’th hop [32].

The first two terms represent the maximum queueing delay at the first hop of the VP. When \( n_j \) is small compared to the buffer size \( B^1_j \), this can be approximated as,

\[
D_{\text{max}} \approx \left( \frac{B^1_j}{n_j} \right) \cdot T + 2 \cdot (H - 1) \cdot T + \sum_{h=1}^{H} T^h_{\text{prop}}
\]

(\( n_j \ll B^1_j \))

Now the first term can be seen as simply the buffer size at hop 1 divided by the bandwidth reserved for this VP (\( n_j/T \)), while the second term implies a constant delay of up to \( T \) at each hop after the first.

Denote by \( F(i, j) \), the CAC function used within VP \( V_j \) to admit or deny admission to requesting VC \( i \). The exact nature of the CAC function is not critical to our discussion. We assume that it determines whether the cell loss probability for \( i \) along this path will be within the user-specified allowable loss bounds. \( F \) is a function of the set \( S_j \) of VCs currently admitted within \( V_j \), the bandwidth \( C_j \) reserved for \( V_j \), the multiplexing buffer size \( B^1_j \) at the first hop of \( V_j \) and the QoS requirements and traffic model of the requesting VC. This could be based on bandwidth tables computed offline, or on approximate formulas such as equivalent capacity [10] or any other scheme. \( F(i, j) \) results in the value TRUE if the CLP is acceptable, otherwise it results in the value FALSE.

When a call \( i \) requests admission into VP \( V_j \) the following call admission control procedure is executed. Compute \( F(i, j) \) and \( D_{\text{max}} \) (from Eqn 1). Accept the call only if \( F(i, j) = \text{TRUE} \) and \( D_{\text{max}} \leq D \) else reject the call.

### 3.3 Choice of WRR Server Cycle Length

The length of the server cycle \( T \) controls a number of QoS measures.
- Cell Transfer Delay

From Eqn 3 we note that the maximum end-to-end queueing delay increases with $T$ and the shaping buffer at hop 1, $B_j^1$ assuming a given bandwidth assignment to this VP (which is $n_j/T$). To ensure high utilization, we would like to have as large a multiplexing buffer as possible so that to ensure the end-to-end delay requirements are met, so we need a short cycle length. The WRR scheduler is characterized as having the delay-bandwidth coupling problem [1] since a VP assigned a lower bandwidth experiences higher network delay.

- Cell Loss Probability

Even when the bandwidth assignment to a VP is fixed ($n_j/T$), choice of $T$ can affect cell loss since each VP sees the WRR server as an “On-Off” server with vacations. A simulation analysis of this phenomenon is presented in section 5 which indicates that as long as $T$ is less than a threshold, the cell loss is relatively insensitive to the choice of $T$. However, $T$ must be below this threshold.

- Bandwidth Allocation Granularity

With a cycle of length $T$, the bandwidth assignments to any VP will all have to be in multiples of the basic unit of allocation viz. $1/T$ units. When $T$ is small, this unit bandwidth can be quite large, leading to possible loss of utilization due to quantization errors. Hence a large value of $T$ allows better bandwidth allocation granularity. In their study of bandwidth quantization in BISDN [19], Lea and Alyatama suggest that network performance will not get severely affected if the bandwidth assignments are quantized into 10 or more levels.

- Cell Delay Variance (CDV)

Finally, delay jitter or the difference between the maximum and minimum cell delays increases with the maximum delay i.e. with $T$ so that small values of $T$ are beneficial.

In order to resolve the contradictory requirements on the value of $T$, a multi-level round robin may be employed. Such a strategy was proposed in [12] as the Stop&Go strategy. The same approach can now be employed at the VP level to tradeoff different requirements on the value of $T$. However the implementation complexity of such a scheme increases dramatically with respect to a one-level scheme in that case.

As a practical guideline, we suggest the value of $T$ to be of the order of the propagation delays or less. This ensures that the end-to-end delay is not dominated by the value of $T$ but rather the propagation delays and the queueing delay at the first hop as seen from eqn 3. Since the propagation delays are constant and uncontrollable, the end-to-end delay can be controlled by simply the bandwidth and buffer assignment at hop 1. Typical propagation delays for WANs are several milliseconds per hop. Hence a value of about 1 msec would be a good choice for the cycle length. This cycle length results in a bandwidth granularity of about 424 Kb/s which is about 1/365 times the link bandwidth so that allocation granularity appears to be sufficiently fine as per the study on bandwidth quantization in BISDN [19]. Finally, as we show in section 5, by using cell spacers at the first and last hops of every VP, we can ensure that the variance in delays over the end-to-end path as well as the cell loss probability becomes independent of the value of $T$. However, much more study needs to be done on resolving the different tradeoffs involved in choosing the cycle length.
3.4 Implementation of the WRR Scheme Using Cell Spacers

It has been suggested that cell spacing at each NNI in an ATM network can be effectively employed to improve network link utilization [14]. The WRR scheme suggested above can easily be implemented using a cell spacing algorithm, so that the implementation complexity of the proposed scheme appears to be reasonable. A cell spacer is used to enforce rates and ensures against increase in jitter [14]. Hence a cell spacer can also be used for strict rate enforcement as is required in the proposed scheme.

Figure 10 shows a schematic of a cell spacer similar to that in [14]. By partitioning the output buffer, serving this output buffer according to strict non work conserving schedule, while utilizing free slots for data from the non real time buffer, the WRR scheduler can be implemented. We do not go into the hardware details of this architecture at present since our goal is simply to show that using a cell spacer and a WRR scheduler have similar implementation complexities. The two key points which must be incorporated into the spacer algorithm are the non work conserving nature of service with respect to the real-time data and use of non-real-time data in case of available transmission slots corresponding to rel-time data.

3.5 Other Relevant Issues

In this section, we briefly mention some additional relevant to the proposed approach. These issues are not analyzed in this paper.

- Different Cycle Lengths in the Network

In general, the server cycle length can be different at different switches in the network. The proposed approach can readily be implemented in such a scenario. In fact the cycle length can differ even between the different output ports of the same switch. The required buffer space to ensure no loss for a VP can be calculated simply from the ratio of cycle lengths at this node and that at the

Figure 10: Use of a Cell Spacer to implement the WRR Scheduler
upstream buffer of the VP. The CAC algorithm suggested above can also be easily be modified to accommodate this case. We do not analyze this case here.

- Statistical Multiplexing of VP Bandwidths
  In the proposed approach, each VP is deterministically isolated from other VPs. However this does not eliminate statistical multiplexing between VPs for call-level grade-of-service. The VP bandwidths can be dynamically updated according to call arrival statistics with the additional constraint that the each individual VP continues to remain a deterministic pipe and per-call QoS continues to be met for each VP. Hence, we can allow for call-level statistical multiplexing while ensuring per-call QoS using such an approach.

- Use of other schedulers to implement path level reservations
  We have suggested the use of a simple round-robin scheduler since it is the simplest technique for implementing bandwidth reservations. This scheduler does have its problems including the tradeoffs involved in choosing the WRR cycle length and the delay-bandwidth coupling problem. The problem with server cycle length may be reduced by using a multiple level round-robin server such as HRR [16] or Stop & Go [12], however implementation complexity increases accordingly and an engineering decision may be required to determine the right approach. The delay-bandwidth coupling may be eliminated by using servers such as the EDD scheduler [11]. However, the EDD server suffers in the presence of heterogeneous traffic in addition to having high implementation complexity. Rampal et al, ([28], [31]) present an evaluation of some of these schedulers.

4 The Multi-hop Bandwidth and Buffer Assignment Problem

In the above sections, we have proposed an approach based on reservation of link bandwidths and buffer space for each VP. However, an unresolved issue is that given the total resources reserved for a VP, how should one optimally assign these over the different physical hops of a VP. In the previous section, we have assumed that the bandwidth assigned to a VP is the same at each hop and the most of the end-to-end buffer space is assigned to hop 1 for shaping. However, this need not be true always. In this section, we will compare the performance of different multiple hop resource allocation policies (MHRPs). We note that assigning different resources at different physical hops of a VP is equivalent to obtaining differing levels of QoS at each hop. Hence, the problem is equivalent to splitting the end-to-end QoS specifications into per-hop QoS specifications [24]. A policy which obtains the per-hop QoS specifications given the end-to-end QoS specification will be referred to as a QoS allocation policy. In this section, we will only concern ourselves with one end-to-end QoS metric and its per-hop allocations viz. the cell loss probability (CLP) or cell loss rate (CLR). A similar problem was also addressed by Onural and Liu [25]. However, in their model, the link bandwidth was fully shared by all VPs unlike our reservations-based approach.

Figure 11 shows a model of a VP which we use for analyzing the properties of different MHRPs.

A VP is essentially modeled as a tandem queue of \( H \) deterministic servers. There is no cross traffic and external cells enter only the first queue and depart from the last. The buffer space reserved at hop \( h \) is \( B^h \) and the service rate at hop \( h \) is \( C^h \). Note that this model is consistent with our approach of complete resource reservation for each VP. The accuracy of modeling the WRR server as a deterministic server will be verified in the section on simulations, where, we show that with a short server cycle or by using cell spacers, the WRR server appears as a deterministic server to each VP.
We first define the MGF (Maximal Gain First) QoS allocation policy as follows.

**Definition 1** Maximal Gain First Policy: The Maximal Gain First policy allocates the entire end-to-end loss to the first physical hop of a VP. Transmission at all further downstream hops is required to be loss-less.

Note that in order to analyze the cell loss with an MGF allocation, we only need to look at hop 1 since no cell loss occurs at downstream hops.

Theorem 4 states that in order to implement the MGF policy, we must keep the service rate of all servers in the path at least as much as the rate at the first hop. Note that this is equivalent to having the bandwidth at each hop at least as much as that at hop 1.

**Theorem 4** To ensure no cell loss at all hops after the first, for any arbitrary arrival process, the service rate of each server must be at least as much as that at the first hop. (i.e. $C_1 \leq C_H, h = 2, 3, \ldots H$).

**Proof:** The proof is in [33].

We now analyze the performance of the MGF policy wrt other MHRP policies.

### 4.1 Simultaneous Bandwidth and Buffer Assignment

Consider the problem where we are given the total amount of end-to-end buffer space $B$ and the service rate at the last hop ($C^H$) and are required to find the per-hop buffer and service rate assignments in order to meet a specified end-to-end loss rate $L$.

Theorem 5 states that an MGF type allocation with all service rates equal to that at the last hop and the entire buffer space at hop 1 results in the minimal number of cells lost for any sample path of arrivals as compared to any other service rate and buffer assignment with the given constraints.

**Theorem 5** Given the total amount of end-to-end buffer space $B$ and the service rate at hop $H$ ($C^H$), an MGF type configuration with $B_1 = B$, $B_2 = B^2 = \cdots = B^H = 0$ and $C_1 = C^2 = \cdots = C^H$ results in the minimal number of losses for all possible sample paths of arrivals.

**Proof:** The proof is in [33].

This is an important theorem since it indicates that end-to-end losses are minimized by having all the losses occur at hop 1 given the total buffer space and service rate at the last hop. In other words, given
full freedom to allot the per hop buffers with a given service rate at hop $H$, the MGF policy results in minimal end-to-end loss.

Hence,

**Corollary 1** Given the end-to-end buffer space and service rate at hop $H$, the MGF policy with equal service rates at each hop and the entire buffer space at hop 1 is the optimal policy for achieving a given end-to-end loss specification.

This is because, since the MGF configuration achieves minimal losses for all possible sample paths of arrivals, if a given end-to-end loss specification is achievable at all by any policy, then it is certainly achievable by the MGF policy as well.

Theorem 6 uses the above theorem to state that the MGF policy results in the minimal total bandwidth (sum of the service rates over the path) required to achieve a given end-to-end loss specification.

**Theorem 6** Given the end-to-end buffer space $B$, the MGF policy with equal service rates at all hops and the entire buffer space at hop 1 results in the minimal total end-to-end bandwidth required to support a given end-to-end loss rate. Further, the bandwidth requirement at any hop with the MGF policy is never more than the bandwidth requirement at the corresponding hop under any other multi hop resource allocation policy.

**Proof:** The proof is in [33].

This theorem states that not only is the total end-to-end bandwidth requirement minimized by using the MGF policy, but also the bandwidth at each hop is also minimized. In other words if we have another MHRP which results in the same end-to-end losses for any sample path, then with the MGF policy can achieve the same number of losses with a smaller total bandwidth requirement. Also the bandwidth requirement with the MGF policy will be smaller at each hop as compared to the other assignment. This is a very strong result and is a direct consequence of the optimality of the MGF policy in minimizing end-to-end losses.

Finally, the optimality of the MGF policy can be extended to the network level. Consider a network with several VPs in which there is no statistical multiplexing across VPs (as in our scheme).

**Corollary 2** In a network with no statistical multiplexing across VPs, given routing of VPs, by employing the MGF policy within each VP, we obtain the maximal value of available bandwidth at each link of the network. This also results in minimal value of the sum of the bandwidth requirements over all VPs in the network.

The above corollary is a direct consequence of the fact that by employing the MGF policy within each VP, we obtain the minimal bandwidth requirement for each VP at each hop in its path.

The results stated above show that when we are given the total amount of VP buffer space, using the entire buffer space at the first physical hop of the VP and an equal amount of bandwidth at each hop results in the maximal utilization of each link of a network while satisfying the end-to-end loss specifications of each VP.
4.2 VP Bandwidth Allocation with Fixed Buffers

In general, buffer space assigned to a VP may not be moved around between different hops as required by the above results. Hence, we now consider a situation where buffer space is reserved for a VP at each hop but unused buffer space at one hop cannot be utilized at another hop.

In this context, we will implement the MGF policy with equal service rates at each hop. Clearly, the buffer space at downstream hops is wasted by the MGF policy so that it is not optimal. However, we show that the bandwidth requirement using the MGF policy is still within an easily computable constant factor of the optimal assignment.

We assume that the required service rate at hop 1 with the MGF policy is calculated using an effective bandwidth function [13] or offline computed bandwidth versus loss tables. For a given source, the effective bandwidth depends on the buffer size and the required loss rate. Let \( T_{B1}(p) \) denote the effective bandwidth function as a function of the loss rate. Since the MGF policy allocates the entire loss to hop 1, clearly the bandwidth requirement at each hop with the MGF policy is \( T_{B1}(L) \) where \( L \) is the specified end-to-end loss rate. We assume that the arrival process has a steady state mean rate and that the loss rate is sufficiently small that the steady state mean rate at the input is approximately the same as the steady state mean rate at the output. Let \( R \) denote the ratio of \( T_{B1}(L) \) with this mean rate. Then, the following theorem bounds the total bandwidth requirement of the MGF policy with the optimal under the fixed buffers condition.

**Theorem 7** With a fixed per-hop buffer assignments, for a given end-to-end loss rate the total bandwidth requirement with the MGF policy is no more than \( \frac{RH}{1+RH} \) times the requirement with an optimal policy which results in the minimal total bandwidth. \( R \) is defined above and \( H \) is the number of hops in the path.

**Proof:** The proof essentially exploits the monotonic relation between service rate and loss rate (Theorem 1) and is in [33].

As an example with \( R = 2 \) over a 4 hop path, the total VP bandwidth with the MGF policy is no more than 1.6 times the optimal. In practice, we can expect the MGF policy to perform much better than the above worst case bound, however, this bound enables a quick estimate of the bandwidth requirement of the MGF policy wrt the optimal. Actually finding the optimal configuration may prove to be quite difficult as the simple examples in section 2 have shown.

An approximation commonly made in practice is that traffic characteristics are unaltered as we move from one hop to the next [18]. Simulations under certain conditions indicated this assumption is approximately correct in a full sharing environment in which the bandwidths of individual sources are small compared to the link rate. With this approximation, the relationship between bandwidth and loss is unchanged over different hops, so that the same effective bandwidth function can be used for bandwidth allocation at different hops. Under our scheme of bandwidth reservations, this assumption is not quite valid. However, Proposition 1 shows that if for practical reasons, this assumption is in fact made, then the MGF policy can be shown to be optimal even in the fixed buffers case. Also, since the effective bandwidth function depends on the buffer size at each hop, for this result, we assume that the buffer space at each hop is the same.

**Proposition 1** With equal sized buffers at each hop and assuming that the same effective bandwidth function is used at each hop for bandwidth allocation, the MGF policy (equal service rates at each hop)
results in the minimum value of total VP bandwidth as compared to any other policy which achieves the same end-to-end loss for the same sample path of arrivals (which can be arbitrary).

Proposition 1 suggests that the MGF policy is once again optimal with equal buffers at each hop and if we make the approximation of using the same effective bandwidth function at each hop. In the following section, some simulation results are presented which indicate that even with fixed buffer allocation the performance of the MGF policy is better than most other allocation policies. This is because by allotting the entire loss at hop 1, we are able to extract a high bandwidth reduction, while if we let some loss occur at downstream hops, it becomes progressively more difficult to extract bandwidth reduction. In any case, estimating effective bandwidth at downstream hops becomes difficult and more approximate because traffic characterization at downstream hops is very difficult.

In general though, we may have very large downstream buffers because of which, it may make more sense to experience cell loss downstream. In [32], we present a heuristic which assigns all the available cell loss to a downstream node and peak bandwidths at all hops preceding this hop. This ensures that the traffic model at the network edge can also be used at the downstream node, while obtaining performance which is provably better than the MGF policy.

5 Simulation Results

In this section, we present a number of simulation results which support some of the arguments made in the earlier sections.

5.1 Multiplexing Potential of Real-life Sources

We first present some plots of bandwidth requirements for real-life sources, which indicate that significantly high utilizations can be achieved with a single multiplexing operation, so that the output can be treated as a CBR process requiring a deterministic bandwidth reservation.

Figures 12 and 13 show the per-source effective bandwidth requirement for a multiplexed set of voice sources and a multiplexed set of video sources, respectively. These curves are obtained by using the equivalent bandwidth approximation [13], [10]. The delay shown in the curves is the maximum queuing delay that would be encountered in the first hop of the VP onto which the sources are multiplexed. The standard On-Off model with exponentially distributed On and Off durations was used for the voice sources [35]. The video model used was a well-known Markov-modulated fluid model with 11 states [21].

From this curve the multiplexing potential of both video and voice sources can be clearly seen. For example, for 20 voice sources and an allowable queuing delay of 100 msecs the per-source effective rate is about 16 Kb/s; this represents an average utilization of 70%. For 20 video sources and an allowable delay of 100 msecs, the utilization is even better (almost 90%). For 20 voice sources and 200 msecs of delay, 80% utilization can be achieved. Typical end-to-end acceptable delay limits are up to 250-300 msecs. The equivalent capacity formulas are in fact conservative over-estimates and thus in practice even higher utilizations will be achieved [10]. Clearly, for both video and voice traffic a single level of multiplexing is able to achieve high utilization. Since the peak rate of the aggregation of sources is very close to the mean, the output of such an aggregation of sources fed to a deterministic server is very close to being a CBR process and should hence be treated deterministically.
Figure 12: Per-Source Effective Bandwidth Requirement for Multiplexed Voice Sources (Fluid-flow model, peak 32Kb/s, mean 11.24 Kb/s)

Figure 13: Per-Source Effective Bandwidth Requirement for Multiplexed Video Sources (Fluid-flow model, peak 11.7 Mb/s, mean 3.85 Mb/s)
5.2 Effect of WRR Cycle length on Cell Loss Probability

In this section we present some simulation results on the variation of cell loss probability with the cycle length of the WRR server.

The simulation is simplified by two observations. Due to the fact that VP bandwidths are guaranteed, we can safely analyze a single VP in isolation (i.e., without considering influence of other VPs). Also, since losses occur only at the first hop, we need only analyze the losses at the multiplexing buffer $B_j^1$ of $V_j$ to measure the end-to-end VP loss.

We simulated a single VP $V_j$, which was deterministically guaranteed a bandwidth of $C_j$ bits/sec using a WRR server as described earlier. We denote by $T_{on}$ and $T_{off}$ the On and Off periods of the WRR server as seen by $V_j$; the server period is $T = T_{on} + T_{off}$. Note that $C_j = C_j T_{on} / (T_{on} + T_{off}) = C / (1 + T_{off}/T_{on})$. When $T_{off}$ and $T_{on}$ are varied, the bandwidth $C_j$ remains the same if the ratio $T_{off}/T_{on}$ remains constant. However the server "burstiness" varies as $T$ changes. As $T$ becomes smaller and smaller, the server performance approaches that of a uniform deterministic server. A larger value of $T$ results in a much more "bursty" service, which may result in higher losses. In our description of the WRR server earlier, we have commented on the effect of cycle length on different QoS parameters of interest.

The voice traffic model was the same as earlier, except that cells were generated deterministically at a constant rate corresponding to $32$ Kb/s during the 'ON' periods. In all cases, $15$ voice sources were multiplexed into a single VP of bandwidth $C = 200$Kb/s. The assumed link speed was $155$ Mb/s.

5.3 CLP Variation with Buffer Size

Figures 14, 15 and 16 show the variation in average CLP with the unit bandwidth of the WRR server (i.e., 1 cell / $T$ time units). For these experiments the multiplexing buffer size $B_j^1$ was set to $10$ Kb, $20$ Kb and $40$ Kb respectively. Note that tolerable loss probability for voice traffic is $5$-10%[24].

Two distinct regions of behavior are observed. The losses vary linearly in each of these regions. For small unit bandwidths, (large values of $T$) the slope is high. We refer to this as region 1. For large unit bandwidths (small $T$), the slope is nearly zero; this is region 2. The location of the transition point between the two regions is sensitive to the buffer size $B_j^1$. Some inferences that we can make from the above plots are as follows.

- Let $Q_{cycle} = C_j * T_{on}$ denote the amount of data of $V_j$ that can be transmitted by the WRR server in one cycle. The transition point corresponds to the unit bandwidth at which $Q_{cycle} \approx B_j^1$. In region 1, $Q_{cycle} > B_j^1$, and the server completely empties the buffer during each On period. In region 2, $Q_{cycle} < B_j^1$, implying that the WRR server cannot empty the entire buffer in one On period. Once the buffer has been emptied, the remainder of the slots assigned to $V_j$ will be wasted, except for cells that arrive during the On time. Hence in region 1, even the average service rate offered to $V_j$ decreases linearly with the unit bandwidth (ignoring the arrivals during the On time), resulting in the exponential increase in cell loss.

- In region 2, CLP is nearly constant. This implies that as long as $Q_{cycle} < B_j^1$, the CLP is independent of the WRR cycle length. Thus the server cycle length can be chosen to optimize delay or quantization effects, as long as it is short enough to satisfy this constraint on $Q_{cycle}$.

- By multiplexing just 15 voice sources, we observe a CLP of less than $10\%$ (which is acceptable for
Figure 14: Variation of CLP with Unit Bandwidth ($B_j^1 = 10$ Kb)

Figure 15: Variation of CLP with Unit Bandwidth ($B_j^1 = 20$ Kb)
voice) while reserving 200 Kb/s. This yields a payload utilization of 93%. Clearly, in this case there is very little additional multiplexing gain to be had from these sources. The small sacrifice in utilization from VP isolation seems well worth the gain in predictability of end-to-end QoS which is obtained by our scheme.

The above simulations show that the cycle length needs to be less than a threshold for cell loss to be relatively unaffected by the cycle length. However, this observation needs verification under different simulation settings and under more stringent loss constraints.

However, we note that if a cell spacer is used for each VP such that each VP is served perfectly deterministically at its assigned rate, then the CLP can in fact be made independent of the cycle length, since there are no server vacations. This is shown in Figure 17. This introduces an additional delay equal to one WRR cycle length. This also involves additional hardware expense since a spacer is required for each VP at its originating hop. Essentially a hardware mechanism is required which pulls out a cell from the shaping buffer of VP $V_j$ once every $T/n_j$ time units. This cell can be buffered in a buffer of size $n_j$ to await its turn for transmission by the WRR server. It should be possible to integrate this function with the spacer used to implement the WRR server in Figure 10.

In case of VC's which traverse multiple VPs, a similar approach can be used at the exit of a VP to ensure that the cells are provided to the next VP in as smooth a manner as possible. This ensures against the potential increase in burstiness since at the output of the WRR server cells of a particular VP come in a burst (during the VPs reserved slots) and a silence period (during other slots in the cycle).
5.4 Average Case Performance of the MGF policy in the Fixed Buffers Case

In this section, we demonstrate that even in the case where the per-hop buffer assignments are fixed and given, the MGF policy results in overall bandwidth requirements close to the optimal, even though it is not the optimal policy.

The WRR server was simulated over two tandem hops for a VP carrying 15 voice sources. The total bandwidth requirement for a single VP over two hops was plotted as a function of the end-to-end cell loss probability. This is shown in Figures 18, 19 and 20. In these plots, each curve corresponds to a fixed value of the bandwidth assigned at hop 1. The value of the bandwidth at hop 2 is then varied to yield the curve. The unit bandwidth of the WRR server was chosen to be 2500 Kb/s, which ensured a sufficiently small cycle length that the effect of server vacations was small.

The key observation is that in all figures, the different curves obey the property that *a curve corresponding to a higher value of hop 1 bandwidth always lies above one corresponding to a lower hop 1 bandwidth*. Consider a fixed value of the x-axis variable. The above observation implies that *for a given value of actually observed end-to-end loss, the overall VP bandwidth is always smaller in an allocation in which the hop 1 bandwidth is smaller*. This implies that the MGF policy is in fact very close to optimal even in the fixed buffers case. In the above experiments, the bandwidth at hop 1 was incremented in steps of about 25 Kb/s. The plots suggest that the difference between the bandwidth requirements of the optimal and the MGF policy is of the order of 5% at most.

We also note that the above observation holds for different values of the buffer space at hops 1 and 2. In fact from Fig 19 it is seen that even when the buffer at hop 1 is less than that at hop 2, the MGF policy performs the best. Additionally, the MGF policy only needs about 7 Kbits of buffer space at hop 2 (2n_j for a VP bandwidth of 400 Kb/s and loss probability of 5%) instead of the 30 Kbits or so required by the optimal policy. Hence the MGF policy results in low bandwidth requirements as well as low buffer requirements. This is because of the smoothing of traffic after hop 1 because of which it is very difficult to extract any bandwidth reduction from it without incurring large losses.

We note that these simulations were limited to one particular scenario and a large number of realistic simulations would be needed to completely characterize the performance of the MGF policy in the fixed buffers case. In general however, we expect the bandwidth requirements of the MGF policy to be close to minimal in many cases.
Figure 18: Total VP Bandwidth versus CLP (both end-to-end) for different values of hop 1 loss. Two hop path, 15 voice sources, Buffer1 = Buffer2 = 30 Kb

Figure 19: Total VP Bandwidth versus CLP (both end-to-end) for different values of hop 1 loss. Two hop path, 15 voice sources, Buffer1 = 25 Kb, Buffer2 = 35 Kb
6 Conclusions and Future Work

In this study, we have proposed the use of deterministic bandwidth reservation at the path level as an approach for providing end-to-end QoS guarantees in ATM networks, while maintaining high utilization in the presence of bursty traffic typical of multimedia sources. This approach is motivated by the fact that utilization does not suffer significantly when we move from a full bandwidth sharing scheme to a partitioned scheme if the partitioning is sufficiently coarse. However, bandwidth partitioning enables us to provide QoS guarantees over multiple hops and hence may well be worth the slight loss of utilization.

We suggested the use of a simple round robin scheduler at the VP level to implement the proposed scheme. The complexity of implementation of this scheme is the same as employing cell spacers which have already been proposed for use in ATM networks. A Call Admission Control algorithm for VCs traversing a single VP was developed which enables provision of simple bounds on end-to-end delay and cell loss probability.

Using sample path arguments, we then analyzed the problem of assigning bandwidths and buffer space to a VP over its multiple hops. We showed that in many cases, the simple approach of assigning an equal amount of bandwidth to a VP at its different hops results in optimal use of network resources viz. bandwidth and buffer space. In other cases, the requirements of this approach with respect to the optimal approach can be bounded. This approach does not require characterization of the traffic at downstream nodes (which is a major problem with providing end-to-end QoS guarantees) and is simple to implement. Finally, some simulation results were presented which indicate the utilization achievable by the proposed approach and demonstrate the effect of server parameters on cell loss.

Several issues remain for further investigation. This approach requires very efficient design of the configuration and resource assignments to Virtual Paths, which is known to be a very difficult problem [4]. The Call Admission Control algorithm needs to be extended to VCs which traverse multiple VPs and we are investigating approaches for this currently. Finally, the implementation issues of such an approach
need to be looked at in full detail.
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